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Abstract

In many testing contexts, data are collected using a multilevel sampling design, in which clusters of individuals are sampled, and individuals within clusters are administered the assessment. Multilevel structured data lead to correlated item responses for individuals within the same cluster, in turn leading to model parameter estimation bias. Specifically, standard errors are biased which leads to increased Type I error rates. This has been shown with DIF detection analysis as well. In this study, a new multilevel version of SIBTEST (MSIBTEST) is demonstrated for DIF assessment in a multi-level data context. This study investigates DIF in the Brigance Comprehensive Inventory of Basic Skills-II (CIBS-II) mathematics assessment between girls and boys. We focus on sex differences given previous sex DIF findings in mathematics achievement relating to item components such as format. More importantly, we demonstrate a recently developed method that accounts for multilevel data structures with dichotomous items for DIF. As hypothesized, adjusting DIF statistics for clustered data resulted in fewer items flagged for DIF compared to no adjustment.
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Interest in the examination of performance differences on mathematics assessments related to sex is strong given the current assessment climate. Sex differences in mathematics assessments are being examined at national (e.g., Scholastic Aptitude Test; Rinn, McQueen, Clark & Rumsey, 2008) and at international (e.g., PISA-Mathematics; Liu, Wilson & Paek, 2008) levels. These differences are examined regardless of a student’s grade level. Evaluations start as early as preschool (e.g. number exposure; Chang, Sandhofer, & Brown, 2011) with an aim to determining strengths and weaknesses of students and understanding why differences exist between groups, including differences between boys and girls.

Sex differences in mathematics scores have been associated with social (e.g. stereotypes; Cvencek & Meltzoff, 2012), cognitive (e.g., spatial reasoning; Klein, Adi-Japha & Hakak-Benizri, 2010), and affective (e.g., mathematics ability attribution; Dickhauser & Wulf-Uwe, 2006) aspects of mathematical learning. However, although documented, it is not clear what causes these sex differences in scores. Possible reasons include adult’s expectations towards a child’s mathematics performance (Ambady, Shih, Kim & Pittinsky, 2001; Penner & Paret, 2008). Such expectations can influence girls’ and boys’ mathematics achievement starting in the early stages of development (Keller, 2012). Parents, for instance, work on mathematical concepts with boys more often than with girls (Watt et al., 2012), and teacher beliefs reflect student’s math-related attitudes (Gunderson, Ramirez, Levine & Beilock, 2012).

When examining sex differences in mathematical ability measured by standardized tests, outcomes can become ambiguous. Systematic reviews evaluating information from large datasets including international assessments created to measure mathematical performance (e.g., TIMMS, PISA) have shown sex differences in mathematics scores can be small (i.e., Cohen’s \(d\) ranging from .05 to .15; Else-Quest, Hyde & Linn, 2010; Lindberg, Hyde, Petersen & Linn; 2010). In contrast, evidence also suggests the use of standardized assessments can perpetuate gender differences given the impact an item’s format may have on gender responses. Item format (e.g., constructed-response), content (e.g. algebra), or objectives (e.g. evaluating “real life” mathematical problems) can favor boys and girls differently (Harris & Carlton, 1993; Taylor & Lee, 2012). Such results are supported when systematic reviews consider a test’s format at an item level when examining outcomes (Zhang & French, 2010). Thus, sex differences in mathematics scores may, in part, be attributed to a lack of measurement invariance at the item level driven by such item components as item format.

At the item level, measurement invariance in mathematical tasks can be evaluated via differential item functioning (DIF) analysis. DIF refers to the situation where examinees from two groups (e.g., boys and girls) with equal levels on the measured trait (e.g., mathematics ability) have different probabilities of endorsing a specific level or response to an item (e.g., correct response). DIF can be found in the item difficulty and the item discrimination parameters, which are labeled as uniform DIF and non-uniform DIF, respectively. The former occurs when the probability of endorsing an item, conditioned on underlying ability, differs for members of the reference and focal groups, whereas the latter is present when group differences in the probability of endorsement conditioned on ability are not constant across the entire spectrum of abilities.
Differential Item Functioning methodology is frequently used to: evaluate sex differences across cultures (Lyons-Thomas, Sandilands & Ercikan, 2014); examine how these differences are developed through student’s educational advancement (e.g. elementary and secondary schooling; Robinson & Lubieski, 2010); or understand how mathematics achievement gaps increase longitudinally (Carmichael, 2013). DIF methodology should be applied to the data in such a fashion that the statistical model matches the underlying data. One area of interest is with examining sex differences in mathematics assessments when data are collected from students nested in classrooms (i.e., multilevel data structures). This data collection structure is common yet often ignored in statistical analysis of differences.

Multilevel structured data can lead to correlated item responses for individuals within the same cluster (e.g., classroom; school), which can in turn lead to model parameter estimation bias, underestimation of standard errors for these estimates, and incorrect statistical results. These problems, particularly the underestimation of standard errors, can lead to increased Type I errors, which has been shown to be the case in DIF detection (e.g., French & Finch, 2013; French & Finch, 2015). Thus, in presence of clustered data, it becomes necessary to examine analytic models that can investigate sources of DIF, both at the person level (e.g. student characteristics) and at additional levels of nesting (e.g., classrooms, regional locations) (Albano & Rodriguez, 2013). At the very least, the statistical test should be adjusted to account for nested data. For this reason, to account for such data structures in DIF analysis, DIF methods are being adjusted to match the data structure and lead to more accurate results. One such method is a multilevel version (French & Finch, 2015) of SIBTEST (Shealy & Stout, 1993), a popular DIF procedure. There are additional methods that can be used to account for such data structures. Chen, Chen, and Shih (2013), for example, like others, demonstrate how hierarchical generalized models improve DIF detection, especially when mean differences are present. We focus on SIBTEST because this method was designed specifically for DIF and handles small samples and mean differences well.

SIBTEST was developed for DIF identification, and the version adjusted for MLM data in this study was designed for uniform DIF (Shealy & Stout, 1993). The SIBTEST statistic for uniform DIF is a weighted difference in the proportion of individuals in group 1 and group 2 answering an item correctly, conditioning on the ability that is measured by the assessment. The statistic is expressed as:

\[ \hat{\beta} = \sum_{k=0}^{n} \hat{p}_k \left( \hat{P}_R \left[ \hat{T}_x \right] - \hat{P}_F \left[ \hat{T}_x \right] \right) \]

where

\[ \hat{p}_k = \text{proportion of subjects with a matching subtest score of } X=x \]

\[ \hat{P}_R \left[ \hat{T}_x \right] = \text{proportion of subjects in reference group with a matching subtest score of } x \text{ answering the item correctly} \]

\[ \hat{P}_F \left[ \hat{T}_x \right] = \text{proportion of subjects in focal group with a matching subtest score of } x \text{ answering the item correctly} \]
As mentioned above, uniform DIF is present when the probability of a correct item response differs between these groups of examinees, controlling for or matching on the measured ability. For purposes of this matching, the subtest score, $X$, was originally proposed. Specifically, examinees would be matched on the observed scale score minus the item that is being assessed for DIF. For example, if item 5 is being examined for DIF, the matching subtest would include the remaining items on the test, minus item 5. The $\hat{\beta}$ statistic in (1) is the average difference in the probability of a correct item response between group 1 and group 2, conditioning on ability. A negative value of $\hat{\beta}$ connotes DIF in favor of group 2, while a positive value indicates DIF in favor of the group 1. The null hypothesis of no DIF ($H_0: \beta = 0$) is tested using the ratio

$$\frac{\hat{\beta}}{\hat{\sigma}_\beta}$$

(2)

where $\hat{\sigma}_\beta$ is the estimated standard error of $\hat{\beta}$ (Shealy & Stout, 1993). If the null is rejected, then uniform DIF exists.

This study combines both examination of DIF in the mathematics items on large, standardized measures in samples of young children, and demonstrates a recently developed version of SIBTEST that accounts for multilevel data. See French & Finch, 2015 for details of the extension to MLM. To do so, the study employs data from the Brigance Comprehensive Inventory of Basic Skills-II (CIBS-II, French & Glascoe, 2010) mathematics assessment. Both content and methodological hypothesis were examined. Given there is a lack of evidence supporting sex differences in mathematics scores when kindergarten examinees are evaluated through standardized assessments (Robinson, & Lubinski, 2011), we hypothesized items from examined subtests would not exhibit DIF. On the other hand, if DIF items are found, DIF interpretation could be explained according to item content rather than format as documented with older students. Such a priori hypotheses follow recommendations for DIF assessment (Roussos & Stout, 2007). We hypothesized that the number of DIF items identified with SIBTEST would be higher compared to DIF items identified with multilevel SIBTEST (MSIBTEST). Support of this hypothesis would reflect the inflated Type I error rate due to downward biased standard errors resulting from ignoring the clustered or nested data. The analyses were conducted twice to be able to compare the performance of SIBTEST with and without accounting for the multilevel data. Thus, results are presented for standard SIBTEST as well as a multilevel version of SIBTEST (i.e., MSIBTEST).

**Method**

**Sample**

Item response data from 381 participants (49.86% male) from the CIBS II national standardization sample were employed. The standardization sample available to us had complete data on all items. Thus, all participants were included in the analysis. The sample was collected across 40 schools (clusters) in 27 states and matched closely the U.S.
population on a number of important demographic variables (e.g., age, race/ethnicity, geographic region), and is based on the U.S. Bureau of the Census projections for 2007 and the U.S. Department of Education’s National Center for Education Statistics (Hussar & Bailey, 2006). Items available for study were only provided for children in kindergarten to be able to evaluate the items for DIF on the measure that is used to assess school readiness at this age. Students ranged in age from 5 to 7 years of age. Detailed information is available about the measure at http://www.currucumassociates.com.

**Instrument**

Three mathematics subtests (Understands Quantitative Concepts, Count Objects, and Reads Numerals) of the CIBS II Readiness Assessments were utilized in this study (French & Glascoe, 2010). Understands Quantitative Concepts (15 items) assesses students’ ability to correctly use in response to pictures and verbal prompts, such terms as big/little, or thick/thin; Count Objects (6 items) samples students’ ability to count 3 to 24 pictures of objects; Reads Numerals (7 items) assesses students’ ability to name numerals between 2 and 100 when presented out of order. All items were administered individually and examinees responded orally. Items are scored dichotomously as correct or incorrect. Internal consistency reliability estimates for the three subscale scores ranged from 0.65 to 0.87. Reliability and validity evidence supports the scores on the CIBS II assessment at the domain and total score levels. Please refer to the technical manual for details regarding reliability and validity information.

**Analysis**

Both standard SIBTEST and MSIBTEST were applied to the items within each subscale separately. We also only focused on uniform DIF. When examining each subtest, all items initially were included in the matching score or anchor set. Given that additional DIF items, beyond the studied item, can influence matching and DIF detection accuracy, the matching subtest score was purified, as recommended in the DIF literature (e.g., French & Maller, 2007). If an item displayed DIF on the initial identification step, it was removed from this score; the process was repeated until a subset of items was identified as not presenting DIF results. Then, observed DIF items were examined using the obtained purified matching subset. Standard SIBTEST was estimated using DIFPACK v.1.7 (William Stout Institute for Measurement, 2005) whereas MSIBTEST was estimated using SAS 9.3 (SAS Institute, 2010) once estimates were obtained from SIBTEST. DIF items are interpreted in terms of beta estimates, where categories A (|β| < .059), B (059 ≤ |β| < .088), and C (|β| ≥ .088) represent small, median and large DIF, respectively (β >.088; Roussos & Stout, 1996), significance test results (p values) are reported as well. As we used both effect size criteria and effect size levels, no adjustment to the alpha level was used to try to control for inflation of Type I error due to multiple comparisons. We report exact p values if the reader wishes to draw a different conclusion. Given the applied nature of the article, we do not offer an in-depth explanation of
SIBTEST and the adjusted version. This description is presented elsewhere in the literature (French & Finch, 2015).

Results

The intraclass correlation coefficients (ICC) were computed for the three subtests and ranged from .09 to .21. This value reflects the amount of clustering that is present in the data. The larger the value, or closer to 1.0, indicates groups are more similar within themselves compared to other groups. A value of 0.0 would be the same as if individual students were sampled. Results presented in Table 1 show that standard SIBTEST identified 6 of 28 items (21.4%) exhibiting DIF. DIF items were distributed as follows: Count Objects (item 2 favoring boys, item 6 favoring girls), Read Numerals (item 2 favoring boys, 4 favoring girls), and Understands Quantitative Concepts (items 6 and 8, both items favoring girls). The results based on MSIBTEST revealed DIF items that were different in total number. In fact, only 4 items (14%) of the 28 items were identified. Thus, as expected, more items were identified when not adjusting for nested data by just over 7%. Our methodological hypothesis was supported.

As shown in Figure 1, DIF items found after controlling for multilevel data were distributed as Count Objects (items 2 favoring boys, and item 6 favoring girls), Read Numerals (item 2 favoring boys), and Understands Quantitative Concepts (item 8 favoring girls). Only item 6 in CO was a large DIF item favoring girls at the lower end of the ability distribution and then favoring boys at the higher end of the distribution, as seen in Figure 1, Panel B. Only item 8 in UQC was a large DIF item, where boys were favored at the low end of ability and there appears to be little difference at the high end of ability, as seen in Figure 1, Panel D. These differences are discussed below.

Discussion

The results from this study support the hypothesis focused on content, that in general, subtests do not contain a large amount of sex non-invariance at the item level at this young age in mathematics items. Although four DIF items were found, presence of DIF was distributed across subtests, minimizing influence these items would have on a score. And in fact, only two items had a large effect size worth attention for content and format review. These also appeared in separate subtests. This small number of DIF items would suggest it is unlikely to influence mean differences or result in differential prediction among boys and girls. This is likely, as well, given the ceiling rules that are in action in assessments such as this one. Thus, although it is possible to conclude that the item format does not promote differences in item performance between boys and girls in kindergarten, there is evidence that large magnitude of DIF can occur at this young age, even if for one or two items.
Table 1:
Results for Uniform DIF Analysis Using SIBTEST and MSIBTEST Methods

<table>
<thead>
<tr>
<th>Sub-test</th>
<th>Item</th>
<th>SIBTEST</th>
<th>MSIBTEST</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Beta estimate</td>
<td>Standard error</td>
</tr>
<tr>
<td>CO</td>
<td>1</td>
<td>0.000</td>
<td>0.000</td>
</tr>
<tr>
<td></td>
<td>2¹</td>
<td><strong>0.085</strong></td>
<td><strong>0.032</strong></td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>0.069</td>
<td>0.043</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>-0.011</td>
<td>0.070</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>-0.049</td>
<td>0.095</td>
</tr>
<tr>
<td></td>
<td>6²</td>
<td><strong>-0.208</strong></td>
<td><strong>0.096</strong></td>
</tr>
<tr>
<td>RN</td>
<td>1</td>
<td>-0.011</td>
<td>0.010</td>
</tr>
<tr>
<td></td>
<td>2¹</td>
<td><strong>0.094</strong></td>
<td><strong>0.039</strong></td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>-0.048</td>
<td>0.061</td>
</tr>
<tr>
<td></td>
<td>4²</td>
<td><strong>-0.093</strong></td>
<td><strong>0.047</strong></td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>0.006</td>
<td>0.047</td>
</tr>
<tr>
<td></td>
<td>6</td>
<td>0.027</td>
<td>0.048</td>
</tr>
<tr>
<td></td>
<td>7</td>
<td>0.087</td>
<td>0.049</td>
</tr>
<tr>
<td>UQC</td>
<td>1</td>
<td>0.004</td>
<td>0.019</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>0.002</td>
<td>0.058</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>0.042</td>
<td>0.042</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>0.000</td>
<td>0.000</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>0.019</td>
<td>0.044</td>
</tr>
<tr>
<td></td>
<td>6²</td>
<td><strong>-0.086</strong></td>
<td><strong>0.042</strong></td>
</tr>
<tr>
<td></td>
<td>7</td>
<td>-0.037</td>
<td>0.045</td>
</tr>
<tr>
<td></td>
<td>8²</td>
<td><strong>-0.169</strong></td>
<td><strong>0.050</strong></td>
</tr>
<tr>
<td></td>
<td>9</td>
<td>0.032</td>
<td>0.046</td>
</tr>
<tr>
<td></td>
<td>10</td>
<td>0.076</td>
<td>0.057</td>
</tr>
<tr>
<td></td>
<td>11</td>
<td>0.084</td>
<td>0.065</td>
</tr>
<tr>
<td></td>
<td>12</td>
<td>-0.057</td>
<td>0.057</td>
</tr>
<tr>
<td></td>
<td>13</td>
<td>0.039</td>
<td>0.050</td>
</tr>
<tr>
<td></td>
<td>14</td>
<td>0.001</td>
<td>0.043</td>
</tr>
<tr>
<td></td>
<td>15</td>
<td>0.055</td>
<td>0.052</td>
</tr>
</tbody>
</table>

Notes:
1) CO=Counts Objects; RN=Reads Numerals, UQC=Understands Quantitative Concepts.
2) Bold= DIF item significant at p<.05
3) ¹= item favors boys, ²= item favors girls.
4) DIF categories: Small: |β| <.059; Medium: 059 ≤ |β| < .088; Large: |β| ≥ .088.
Figure 1: Item Characteristic Curves for the Four DIF Items Across Subdomains

The dotted line represents girls and the solid line represents boys. Panel A: Counts objects = “Counts 6 faces”, Panel B: Counts objects = “Counts 24 stars”, Panel C = Reads numerals = “Reads 8, 7, 6, & 10”, Panel D: Understands Quantitative Concepts = ”Understands long/short via responses to two questions: 1: I need a haircut because it is too ___; I can’t buckle the belt because it is too ____“.
Our methodological hypothesis was also supported. That is, when the multilevel structure of the data was accounted for, there were fewer DIF items identified. That is, MSIBTEST flagged fewer items compared to SIBTEST. More importantly, the reduction that was most prevalent was with the subtest that had the highest ICC, as expected given the greater need for adjustment. This reduction in identification is important given that not accounting for clustered data would have led to a higher Type I error rate, a need for additional item review by a panel of experts, and cost more in resources in test development than necessary. The assessment design and evaluation processes are already expensive. If appropriate analytic techniques can be developed to match the data structure, as was accomplished here, artificial inflation of costs (time, money) can be controlled. These outcomes support the utility of MSIBTEST methodology to control Type I error. Thus, these results underscore the importance of the data structure and the statistical analysis being congruent. This same trend of good Type I error control with applied DIF analyses using different methods supports this conclusion (Finch & French, 2010) as does recent simulation work with MSIBTEST (French & Finch, 2015) across a variety of conditions. This method could be expanded from the educational environment where data are nested (patients in wards; workers in organization units) where there is a need to examine health, personality, or employment assessments for item level invariance.

In terms of content focus in mathematics, our findings are in accord with other work showing there can be a lack of sex differences in mathematics scores when standardized assessments are used to evaluate kindergarten children’s mathematical ability (Robinson & Lubienski, 2011). Moreover, panel graphs in Figure 1 belonging to the same subtests (A and B / Counts Objects) show item behavior across boys and girls can be interpreted as affecting both boys and girls potentially in a non-uniform manner. Information from panels C and D present more typical uniform DIF findings whereas panels A and B, present findings that appear to be non-uniform DIF. Although we did not test for this type of DIF, graphically it appears this may be occurring and requires future investigation. However, when combining graphs from all panels and the content of the items, findings are also in agreement with cognitive research showing how mathematical skills are acquired at early developmental stages. Differences may be attributed to different cognitive strategies used to solve mathematical problems between boys and girls. Girls, for instance, use verbal skills more than boys (Klein, Adi-Japha & Hakak-Benizri, 2010), and boys are more familiar with mathematical concepts (Chang, Sandhofer & Brown, 2011) compared to girls not requiring verbal mediation.

Such cognitive processing issues certainly deserve further examination in controlled item development scenarios to inform future assessment development for mathematics. Extending DIF research with the use of think-aloud protocols or cognitive interviewing could assist in gaining a better understanding of the sources of DIF in such items. In turn, such in-depth information could be used to adjust or develop new mathematics items that control for identified components that may be causing DIF. This would be a step forward in not only building better assessments for more accurate comparisons across groups, but also in understanding the causes of DIF in such content areas.

On a methodological note, we only investigated uniform DIF. However, when Figure 1 is studied closely, it is clear that non-uniform DIF appears to be present. As has been
suggested before (Bolt & Gierl, 2006; Finch & French, 2008), researchers should combine the use of graphical tools (i.e., comparing graphs of ICCs) with DIF hypothesis testing to more accurately identify the nature of DIF. This combination would allow for a more thorough understanding of the nature or shape of DIF in a given item. Such a combination of statistical tests, effect sizes, and graphical analysis would not only lead to a better understanding of DIF but hopefully better test equity. Continued methodological development and work on combining the various approaches (i.e., context, cognitive processes, statistical, effect sizes, graphical considerations), for understanding and identifying DIF should aid the test development process and, in the end, aid the inference and action related to the decision about an individual.

In conclusion, developmental changes may better explain mathematical achievement at the early stages of learning by examining relationship between counting and estimation skills (Simms, Muldoon & Towe, 2013). Small DIF effects found in a few of the items in these early years of mathematics assessment may be attributable to the incipient symbolic numerical information children start to learn when entering the school system (Kolkman, Kroesbergen, & Leseman, 2013). This could be the starting point of the differences seen at later ages with assessment’s item format (Zhang & French, 2010). Although incipient, results from this study give important information necessary to screening early mathematics achievement which is important to predict later achievement in mathematics (Gunderson, Ramirez, Levine & Beilock, 2012) and school outcomes (Cowan et al., 2011). Moreover, continuously improving the assessment development methodology and analysis used to enhance standard assessments can help overcome gender differences at early and formative school years by providing accurate information to training programs in mathematical thinking (Tzuriel & Egozi, 2010) as well as accurate assessments used in evaluation processes.
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